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SUMMARY This report presents the global ocean/sea ice configuration at
eddy-resolving resolution developed at CMCC, and describes numerical re-
sults from the first simulation. The model configuration, based on the NEMO
system, has 1/16◦ horizontal spacing at the equator and uses 98 vertical
levels. So far this is the highest resolution implemented in a global NEMO
domain. The numerical experiment has been performed on the MareNos-
trum cluster located at the Barcelona Supercomputing Center (within the
framework of the ENS4OCEAN project awarded in the PRACE 8th Regular
Call). This simulation represents a major step forward in high resolution
ocean modeling.
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1. INTRODUCTION
The global ocean is a highly turbulent system
over a wide range of space and time scales.
Both satellite and in situ data show that small-
scale eddies, meanders, fronts and filaments
pervade the ocean at all latitude bands, and
the ocean circulation is indeed dominated by
mesoscale variability. Mesoscale eddies usu-
ally account for the peak in the kinetic energy
spectrum; most of their energy is generated
and maintained by baroclinic instabilities of
large-scale flows.
Those processes play a substantial role in
the dynamics of the global ocean (e.g., trans-
porting and mixing temperature and salinity,
exchanging energy and momentum with the
mean flow, controlling the mechanisms of
spreading of deep waters, preconditioning of
deep convection, modulate air-sea interactions
[34]), but the dominant length-scale of these
eddies varies greatly with latitude, stratification
and ocean depth. Mesoscale eddies typically
have horizontal scales of the order of the
first baroclinic Rossby radius of deformation
(varying roughly from 200km in the tropics to
∼10 km in the subtropical region [8]), vertical
scales ranging from the pycnocline depth to the
full ocean depth and time scales of weeks and
months. In the context of ocean models, the
mesoscale is adequately described as long as
the grid spacing is finer than the first baroclinic
Rossby radius.
Global numerical ocean models, with spatial
resolutions ranging from 1◦ down to only a few
kilometers, often include both regions where
the dominant eddy scales are well resolved
and regions where the model resolution is too
coarse for eddies to form and hence eddy
effects have to be parameterized. A model
will be eddy rich if it uses a horizontal grid
mesh whose resolution is fine enough to let
mesoscale dynamics emerge, i.e. baroclinic
and barotropic instability processes are ex-

plicitly (albeit partially) resolved. Since the
milestone paper by Smith et al. (2000) [36],
mesoscale eddies are considered resolved in
most oceanic regions when the horizontal
grids are refined to 1/10◦ at the equator. Such
horizontal resolution adequately simulates, on
Mercator grid, both mesoscale variability and
narrow mean flows such as western boundary
currents only for latitude regions equatorward
of 50◦. Resolving mesoscale eddy variability
remains elusive in the high-latitudes due to
the reduction of the baroclinic Rossby radius
([18]).In the Arctic Ocean, the first Rossby
radius decreases down to ∼10km [31]. Typical
eddy-resolving resolution therefore permit
eddies in the Arctic region at best. Over the
broad Arctic Ocean shelf seas, the Rossby
radius will be even smaller, and here such
ocean general circulation models (OGCMs)
are not even eddy-permitting. It follows that
a key weakness of nearly all global ocean
models used to study climate is the absence of
an explicit representation of ocean mesoscale
eddies, since their spatial scale is smaller than
the scale typically resolved by model horizontal
grid meshes.
These considerations motivate the push toward
fully mesoscale-eddying ocean models, where
the full dynamics and life cycle of baroclinic
eddies is realistically represented over the
entire global domain. Thanks to progress in
ocean modeling and the advances in super-
computing technology over the last decade,
mesoscale-eddying numerical simulations are
now a realistic choice to bring new insights
into the physical processes operating in the
ocean and to find application in Earth system
modeling and forecasting [2].
In this context, CMCC has taken charge of
developing a global ocean/sea ice config-
uration, hereunder called GLOB16, with a
horizontal grid spacing ranging from about
6.9km at the equator to few kilometers
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at high latitudes. It is so far the highest
horizontal resolution implemented with the
state-of-the-art modeling framework NEMO
(Nucleus for European Modelling of the Ocean,
http://www.nemo-ocean.eu/) at global scale.
The numerical model is a coupled ocean/sea
ice model, including a three-dimensional, free
surface, hydrostatic, primitive-equation ocean
general circulation model and a dynamic-
thermodynamic sea-ice model.
The primary purpose of this report is to present
the GLOB16 configuration, describe the
general characteristics of the first simulation
and give a brief overview of the obtained
results. The report is organized as follows.
Section 2 describes the numerical code and
its parameterizations. Section 3 outlines the
boundary conditions at the air-sea interface.
Section 4 is dedicated to the model configu-
ration and gives some technical details of the
production of the run. Next, section 5 presents
the post-processing method used to rebuild
the output files. The last section gives some
elements on the numerical results of the 10
year simulation to highlight the benefits of
having such a high resolution.

2. THE NUMERICAL CODE
The high-resolution global simulation described
here is performed using the NEMO model sys-
tem. NEMO is a pan-European community
ocean modelling framework owned and main-
tained by a consortium of institutes to which
CMCC belongs.
The ocean general circulation model NEMO-
OPA (Océan Parallélisé) is a finite difference,
hydrostatic, primitive equation ocean general
circulation model, with a free sea surface and a
non-linear equation of state in the Jackett and
McDougall formulation [22]. OPA describes the
distribution of variables in a three-dimensional
Arakawa-C-type grid centered at tracer points.

Prognostic variables (directly solved by the
model equations) are the potential temperature,
the salinity, the sea surface height and the 3D
velocity field.
The physical framework used is version 3.4 of
NEMO, whose complete description is provided
by Madec et al. 2012 [30]. The revision num-
ber of the code used for this simulation is 4510.
In addition, we apply some modifications to the
base code. In particular, we modified the North
Pole folding condition. Since release 3.4 of
NEMO, the north fold horizontal boundary con-
dition can be treated avoiding costly mpi gather
operations using an alternative method, which
only performs direct "peer to peer" communi-
cations between each processor and its adja-
cent neighbours across the fold line. In our ver-
sion of the code, a more recent optimization of
the north-fold algorithm by Epicoco et al (2014)
[10] has been added, which leads to an ex-
tra increase in model performances (up to 20%
time-reduction on the used architecture). This
new algorithm is activated setting ln.nnogather
= true in the section "Massively Parallel Pro-
cessing" (nammpp) of the ocean namelist, it
avoids redundant operations and lets the par-
allel time to be inversely proportional with the
number of processes. This optimization of the
north fold condition is now used as standard for
all CMCC global runs, and will be officially re-
leased in version 3.6 of NEMO.
In our version, the ocean component is cou-
pled to the Louvain-la-Neuve sea Ice Model
(LIM2) [11, 17]. LIM2 includes the represen-
tation of both the thermodynamic and dynamic
processes. The ice dynamics are calculated
according to external forcing from wind stress,
ocean stress and sea-surface tilt and internal
ice stresses using C-grid formulation [6]. The
elastic viscous-plastic (EVP) formulation of ice
dynamics by [19] is used. A comprehensive de-
scription of the sea-ice model used in GLBO16
is given in [21].
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The C Pre-Processor (CPP) keys used in the
compilations are listed in table 1.

Table 1. List of CPP keys

key GLOB16: GLOB16 horizontal grid with 98
vertical levels

key trabbl: bottom boundary layer parameteri-
zation for tracers

key traldf c2d: 2D-varying coefficient for tracer
lateral diffusion

key dynldf c2d: 2D-varying coefficient for mo-
mentum lateral diffusion

key dynspg ts: split-explicit free surface

key zdftke: TKE closure scheme for vertical
mixing

key lim2: LIM2 sea ice model (with EVP rheol-
ogy as default)

key mpp mpi: massively parallel processing
using MPI communications protocol

OCEAN PHYSICS
The model uses a vector form momentum
advection scheme (ln dynvor een = .true. in
namelist section namdyn adv on formulation of
the momentum advection) with energy and en-
strophy conserving conditions (ln dynvor een =
.true. in namdyn vor). The horizontal viscosity
is bilaplacian with a value of 0.5e9m4/s at the
equator, reducing poleward as the cube of the
maximum grid cell size. Tracer advection uses
a total variance dissipation (TVD) scheme
(ln traadv tvd = .true.). Lateral tracer mixing
is performed with a geopotential biharmonic
operator, the maximum value at the equator is
0.5e9m4/s. Relevant namelist parameters for
horizontal physics are presented in table 2.
Vertical mixing of tracers and momentum is
parameterized using a modified version of

the turbulent kinetic energy (TKE) scheme by
Gaspar et al. (1990) [15], embedded in NEMO
by Blanke and Delecluse (1993) [5] (see Madec
et al. (1998) [29] for details). The turbulent
length scale calculation allows the length scale
to be limited not only by the distance to the
surface or to the ocean bottom but also by the
distance to a strongly stratified portion of the
water column such as the thermocline (nn mxl
= 3). Unresolved vertical mixing processes
are represented by a background vertical eddy
diffusivity of 1.2e−5 m2/s and a background
vertical eddy viscosity of 1.2e−4 m2/s. The
depth of TKE penetration below the mixed layer
increases from 0.5m at the equator to 30m
poleward of 40◦ (nn htau = 1). Vertical density
instabilities are treated with enhanced vertical
diffusivity (evd) at the interface of two layers
with density inversion (ln.zdfevd = true). The
vertical eddy coefficients on both momentum
and tracers (nn evdm = 1) are assigned to be
larger where the stratification is unstable, with
the evd mixing coefficient set to the default
10m2/s. The TKE turbulent closure model
does not apply any specific modification in
ice-covered regions. Relevant namelist data
for vertical physics are presented in table 3.
Bottom boundary layer (bbl) parameterization
is used for tracers, which allows a direct com-
munication between two adjacent bottom cells
at different levels, whenever the densest water
is located above less dense water. Only bbl
enhanced diffusion (not advection) is applied
(lateral mixing coefficient rn ahtbbl = m2/s).
The simulation is performed with free-slip
lateral boundary condition (rn shlat = 0). In this
first GLOB16 simulation, the lateral boundary
conditions are not locally modified to no-slip or
partial slip in any specific areas. A classical
quadratic bottom friction is used, with a drag
coefficient of rn bfri2 = 1e−3 m2/s2 without
specific amplification in straits.
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Table 2. Horizontal physics

!———————————————————————–
&namdyn ldf ! lateral diffusion on momentum
!———————————————————————–
! ! Type of the operator :

ln dynldf lap = .false. ! laplacian operator
ln dynldf bilap = .true. ! bilaplacian operator

! ! Direction of action :
ln dynldf level = .false. ! iso-level
ln dynldf hor = .true. ! horizontal (geopotential) (require "key ldfslp" in s-coord.)
ln dynldf iso = .false. ! iso-neutral (require "key ldfslp")

! ! Coefficient
rn ahm 0 lap = 1.e2 ! horizontal laplacian eddy viscosity [m2/s]
rn ahmb 0 = 0. ! background eddy viscosity for ldf iso [m2/s]
rn ahm 0 blp = -0.5e9 ! horizontal bilaplacian eddy viscosity [m4/s]

!———————————————————————–
&namtra ldf ! lateral diffusion scheme for tracer
!———————————————————————–
! ! Type of the operator :

ln traldf lap = .false. ! laplacian operator
ln traldf bilap = .true. ! bilaplacian operator

! ! Direction of action :
ln traldf level = .false. ! iso-level
ln traldf hor = .true. ! horizontal (geopotential) (require "key ldfslp" when ln sco=T)
ln traldf iso = .false. ! iso-neutral (require "key ldfslp")
ln traldf grif = .false. ! griffies skew flux formulation (require "key ldfslp")
ln traldf gdia = .false. ! griffies operator strfn diagnostics (require "key ldfslp")
ln triad iso = .false. ! griffies operator calculates triads twice => pure lateral mixing in ML
ln botmix grif = .false. ! griffies operator with lateral mixing on bottom (require "key ldfslp")

! ! Coefficient
rn aht 0 = -0.5e9 ! horizontal eddy diffusivity for tracers [m2/s]
rn ahtb 0 = 0. ! background eddy diffusivity for ldf iso [m2/s]
rn aeiv 0 = 1.e1 ! eddy induced velocity coefficient [m2/s] (require "key traldf eiv")
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Table 3. Vertical physics

!———————————————————————–
&namzdf ! vertical physics
!———————————————————————–

rn avm0 = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key zdfcst")
rn avt0 = 1.2e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key zdfcst")
nn avb = 0 ! profile for background avt & avm (=1) or not (=0)
nn havtb = 0 ! horizontal shape for avtb (=1) or not (=0)
ln zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)
nn evdm = 1 ! evd apply on tracer (=0) or on tracer and momentum (=1)
rn avevd = 10. ! evd mixing coefficient [m2/s]
ln zdfnpc = .false. ! Non-Penetrative Convective algorithm (T) or not (F)
nn npc = 1 ! frequency of application of npc
nn npcp = 365 ! npc control print frequency
ln zdfexp = .false. ! time-stepping: split-explicit (T) or implicit (F) time stepping
nn zdfexp = 3 ! number of sub-timestep for ln zdfexp=T

!———————————————————————–
&namzdf tke ! turbulent eddy kinetic dependent vertical diffusion ("key zdftke")
!———————————————————————–

rn ediff = 0.1 ! coef. for vertical eddy coef. (avt=rn ediff*mxl*sqrt(e) )
rn ediss = 0.7 ! coef. of the Kolmogoroff dissipation
rn ebb = 60 ! coef. of the surface input of tke (=67.83 suggested when ln mxl0=T)
rn emin = 1.e-6 ! minimum value of tke [m2/s2]
rn emin0 = 1.e-4 ! surface minimum value of tke [m2/s2]
nn mxl = 3 ! mixing length: = 0 bounded by the distance to surface and bottom

! = 1 bounded by the local vertical scale factor
! = 2 first vertical derivative of mixing length bounded by 1
! = 3 as =2 with distinct disspipative an mixing length scale

nn pdl = 1 ! Prandtl number function of Richarson number (=1,avt=pdl(Ri)*avm) or not (=0)
ln mxl0 = .true. ! surface mixing length scale = F(wind stress) (T) or not (F)
rn mxl0 = 0.01 ! surface buoyancy lenght scale minimum value
ln lc = .true. ! Langmuir cell parameterisation (Axell 2002)
rn lc = 0.15 ! coef. associated to Langmuir cells
nn etau = 1 ! penetration of tke below the mixed layer (ML) due to internal & intertial waves

! = 0 no penetration
! = 1 add a tke source below the ML
! = 2 add a tke source just at the base of the ML
! = 3 as = 1 applied on HF part of the stress ("key coupled")

rn efr = 0.05 ! fraction of surface tke value which penetrates below the ML (nn etau=1 or 2)
nn htau = 1 ! type of exponential decrease of tke penetration below the ML

! = 0 constant 10 m length scale
! = 1 0.5m at the equator to 30m poleward of 40 degrees
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3. SURFACE BOUNDARY CONDITION
The surface boundary conditions are pre-
scribed to the model using the CORE bulk for-
mulation [24] (with ln blk core set .true.) and
computed using bulk formulae, atmospheric
fields and ocean/sea ice variables. CORE bulk
formulae need 8 different atmospheric fields as
input:

• Turbulent variables: 2m air temperature
(t2m), 2m specific humidity (q2m), 10m
10m wind velocity components (u10m
and v10m).

• Fresh water fluxes: total precipitation
(precip) and solid precipitation (snow).

• Radiative fluxes: short-wave (solar) ra-
diative flux (swrd), long-wave (thermal)
radiative flux (lwrd).

These formulae compute (in the
sbcblk core.F90 routine) sensible and la-
tent heat fluxes along with evaporation and
wind stresses (calculated as a function of the
difference between 10m wind components
and the ocean surface velocity). Solar and
non-solar radiative fluxes and total and solid
precipitations are processed so as to supply
complete surface boundary conditions to the
ocean and sea ice models. Forcing fields are
provided from ERA-Interim global atmospheric
reanalysis [9], released by European Centre for
Medium-Range Weather Forecasts (ECMWF),
with 0.75◦ x 0.75◦ spatial resolution (T255
Gaussian grid). The turbulent variables are
3-hourly and radiative and freshwater fluxes
are daily. CORE bulk formulations, designed
to handle the CORE forcing (based on NCEP
reanalysis and satellite data) do not require
modifications when applying ERA-Interim
fields.
The forcing routine and the ice model are
called only every 4 time steps (nn fsbc = 4).

With a time step of 200sec, they are called
every ∼13mins, about 110 times in a day,
which is reasonable compared to the highest
frequency of the forcing variables (3 hrs).
Due to the high vertical resolution near the
surface, diurnal cycle is imposed on solar flux
(ln dm2dc = .true.). The daily averaged short
wave flux is spread over the day according
to time and geographical position [4]. This
parameterization yields a better representation
of the night-time convection, which takes place
in the 5m upper layer. The mean sea level is
free to drift (nn fwb = 0). See table 4 for details.
The trend associated with the penetration
of the solar radiation is added to the tem-
perature trend. Shortwave penetration is
applied (ln traqsr = .true.) through the RGB
(Red-Green-Blue) formulation (ln qsr rgb =
.true.) that splits the visible light into three
wavebands. This model reproduces closely
the light penetration profiles predicted by a full
spectral model, but with greater computational
efficiency [25]. The penetration is modulated
by a constant chlorophyll value (nn chdta = 0).
All surface forcing fields are interpolated on
the fly providing an interpolation weights file,
instead of pre-processing them.

RUNOFF
A monthly climatology of coastal and river
runoff is used (ln rnf = .true.) and read from
file. The field is inferred from Dai and Trenberth
dataset [7], which uses 99 major rivers and
coastal runoff estimates, with a global annual
discharge of ∼1.32 Sv. The input file, available
for a 1/4◦ configuration, was interpolated offline
on the GLOB16 grid. No special treatment is
applied at rivers mouths. The fresh water is
added to the surface box only, assumed to be
fresh (0 psu) and at sea surface temperature.
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Table 4. Surface boundary condition

!———————————————————————–
&namsbc ! Surface Boundary Condition (surface module)
!———————————————————————–

nn fsbc = 4 ! frequency of surface boundary condition computation
! (also = the frequency of sea-ice model call)

ln ana = .false. ! analytical formulation (T => fill namsbc ana )
ln flx = .false. ! flux formulation (T => fill namsbc flx )
ln blk clio = .false. ! CLIO bulk formulation (T => fill namsbc clio)
ln blk core = .true. ! CORE bulk formulation (T => fill namsbc core)
ln blk mfs = .false. ! MFS bulk formulation (T => fill namsbc mfs )
ln cpl = .false. ! Coupled formulation (T => fill namsbc cpl )
ln apr dyn = .false. ! Patm gradient added in ocean & ice Eqs. (T => fill namsbc apr )
nn ice = 2 ! =0 no ice boundary condition ,

! =1 use observed ice-cover ,
! =2 ice-model used ("key lim3" or "key lim2)

ln dm2dc = .true. ! daily mean to diurnal cycle on short wave
ln rnf = .true. ! runoffs (T => fill namsbc rnf)
ln ssr = .true. ! Sea Surface Restoring on T and/or S (T => fill namsbc ssr)
nn fwb = 0 ! FreshWater Budget: =0 unchecked

! =1 global mean of e-p-r set to zero at each time step
! =2 annual global mean of e-p-r set to zero
! =3 global emp set to zero and spread out over erp area

ln cdgw = .false. ! Neutral drag coefficient read from wave model (T => fill namsbc wave)

!———————————————————————–
&namsbc core ! namsbc core CORE bulk formulae
!———————————————————————–
! ! file name ! frequency (hours) ! variable ! time interp. ! clim ! ’yearly’/ ! weights ! rotation !
! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! ’monthly’ ! filename ! pairing !
sn wndi = ’ERA-INT u10m’ , 3 , ’u10m’ , .true. , .false. , ’yearly’ , ’weights bicubic’ ,

’Uwnd’
sn wndj = ’ERA-INT v10m’ , 3 , ’v10m’ , .true. , .false. , ’yearly’ , ’weights bicubic’ ,

’Vwnd’
sn qsr = ’ERA-INT swrd’ , 24 , ’swrd’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn qlw = ’ERA-INT lwrd’ , 24 , ’lwrd’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn tair = ’ERA-INT t2m’ , 3 , ’t2m’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn humi = ’ERA-INT q2m’ , 3 , ’q2m’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn prec = ’ERA-INT precip’ , 24 , ’precip’, .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn snow = ’ERA-INT snow’ , 24 , ’snow’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”
sn tdif = ’qscat corr’ , -1 , ’tauint’ , .true. , .false. , ’yearly’ , ” , ”

ln 2m = .true. !sd .true. ! air temperature and humidity referenced at 2m (T) instead 10m (F)
ln taudif = .false. ! HF tau contribution: use "mean of stress module - module of the mean stress" data
rn pfac = 1. ! multiplicative factor for precipitation (total & snow)
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SURFACE RESTORING
Sea surface restoring to both observed sea
surface temperature (SST) and salinty (SSS)
is used (ln ssr = .true., nn sstr = 1 and nn sssr
= 2). SST is restored towards the NOAA
Optimum Interpolation 1/4◦ Daily Sea Surface
Temperature Analysis [35] with a constant
damping term of 200 W/m2/K that corresponds
to a restoring time of 12 days. A damping
term is added to the surface freshwater flux
to avoid drifts of the model salinity and an
effect on the overturning circulation. We used
standard SSS restoring toward the monthly
objective analyses from the EN4 data set of
the Met Office Hadley Centre [16]. The piston
velocity used for the SSS restoring (rn deds)
is set to ∼167mm/day that corresponds to a
time scale of 60 days for the upper 10 meters
of the ocean. The restoring is identical for the
open sea and ice covered areas. No relaxation
has been applied to 3D tracer, nowhere in
the ocean. The namelist section related to
the sea surface restoring is presented in table 5.

4. MODEL CONFIGURATION
GRID
GLOB16 makes use of a non-uniform tri-polar
grid with a T-point pivot for the north fold con-
dition, developed at CMCC. The grid has a
1/16◦ horizontal resolution that corresponds to
6.9km at the equator and increases poleward
(the grid size is scaled by the cosine of the lati-
tude, except in polar areas, e.g. ∼5.5km at 40◦,
∼4km at 60◦), leading to horizontal dimensions
of 5762 x 3963 grid points. Zonal and merid-
ional scale factors are represented in Figure
1. This grid consists of a Mercator grid from
60◦S to 20◦N, and a non-geographic quasi-
isoptropic grid north of it. The location of the
geographical South Pole is conserved and the
domain extents southwards to 78◦S to include
the ice shelf edge in the Weddell and Ross

Seas. Meridional scale factor is maintained
constant at 3km south of 60◦S. To avoid sin-
gularities associated with the convergence of
meridians at the North Pole, two distinct poles
are introduced in northern hemisphere, posi-
tioned over land in Canada (109◦W, 62◦N) and
in Siberia (71◦E, 53◦N). Locations of the sin-
gularities of the northern grid are such that the

Figure 1:
Zonal (upper) and meridional (middle) scale factors (in
km). Dashed contours start from 6km in the equatorial

region and decrease poleward with a 1km interval.
Vertical level thickness (lower) as function of cumulative

depth (in m).
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minimum horizontal resolution is ∼2km around
Victoria Island. Ocean and sea-ice are on the
same horizontal grid.
The vertical coordinate system is based on
fixed geopotential levels ("z-levels"). We con-
sider the needs of vertical resolution in concert
with the refinements of horizontal spacing in
order to accurately capture the enhanced verti-
cal motions and structure within eddy features.
The vertical grid consists of 98 vertical levels
with a grid spacing increasing from approxi-
mately 1m near the surface to 160m in the deep
ocean (Fig. 1).

BATHYMETRY
The GLOB16 bathymetry, presented in Figure
2, is derived from three separate topographic
products:

• the 2-minute Etopo2 bathymetry of
the National Geophysical Data Center
(NGDC) [32], which is a combination of

the satellite-based bathymetry by Smith
and Sandwel [37] and the International
Bathymetric Chart of the Arctic Ocean
(IBCAO) [23], is used for the deep ocean
(below 300m).

• the 1-minute GEBCO (General Bathymet-
ric Chart of the Oceans) [20] is used on
shelf areas shallower than 200m.

• Bedmap2 [12] is used for the Antarctic
region, south of 60◦S.

GEBCO and Etopo2 are combined with a lin-
ear damping between 200m and 300m. The
resulting product is connected to BEDMAP2
in the southernmost ocean via a sponge layer
covering 10 grid rows. The interpolation onto
the model grid is conducted by taking all the
original grid points falling into a GLOB16 grid
box, and taking the median of those points.
The topography has been smoothed by two
passes of a uniform shapiro filter with weight

Figure 2:
Global GLOB16 bathymetry (in m).
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(w=0.6). Hand-editing is performed in key ar-
eas, as channels and small islands that may
have been smoothed out by the interpolation
process, e.g. the Indonesian and Canadian
archipelagos. The Caspian Sea is all derived
from Etopo2, areas shallower than 20m are dis-
charged to clearly mark the northern bound-
ary. The Black Sea is connected to the Mar-
mara Sea through a channel that mimics the
Bosporus Strait (1grid point wide). Detailed list
of all modifications of model bathymetry is avail-
able upon request to authors. The minimum
depth in the model is set to 10m . The maxi-
mum depth allowed in the model is 6000m. To
induce a better representation of steep topo-
graphic gradients and deep oceanic circulation
[3], partial cell representation of the topogra-
phy is allowed at the sea floor, i.e. the depth
of the bottom cell is variable and adjustable to
the real depth of the ocean. To calculate the
partial cell layer thickness rn e3zps min is set
to 25 and rn e3zps rat to 0.5. Section "space
and time domain" (namdom) of the namelist is
presented in table 6.

INITIAL CONDITIONS
The simulations started from rest in 2003, with
initial climatological temperature and salinity
derived from the World Ocean Atlas 2013 set of
climatologies [28, 39]. The 1995-2004 decade
is used to represent year 2003. The 3D temper-
ature and salinity are a combination of monthly
climatologies (covering the upper∼1500m) and
seasonal climatologies for the deeper ocean,
with a maximum of 102 vertical levels. Both
products, with an original 1/4◦ horizontal reso-
lution, were re-gridded on GLOB16 3D grid.
The initial conditions for the sea ice (ice con-
centration, ice thickness) are taken from a
CMCC ocean reanalysis [38], run at 1/4◦ hori-
zontal resolution, forced by ERA-Interim atmo-
spheric reanalysis, and then interpolated on the
GLOB16 grid. This initial condition corresponds

to mean January 2003.

RUNNING STRATEGY
The run started 1st January 2003 and ended
31st December 2013. The time step used at
the beginning of the simulation was 20sec for
the first 3 days, and then increased progres-
sively to 50sec for days 4-31, 100sec for days
32-59 and 200sec after.
The run was performed on iDataPlex architec-
ture, based on Intel Sandy Bridge processors,
located at Barcelona Supercomputing Cen-
ter in Spain (within the framework of the
ENS4OCEAN project awarded in the PRACE
8th Regular Call). The simulation used 4080
CPU cores. The domain decomposition used
is 87 x 66 cores along x- and y- directions
respectively (land domain were eliminated).
Each core computes 66 x 62 grid points.
We reach computing performance of 112000
CPU hours per simulated year (wall-clock time
∼13hrs).
Model output is done as 5-days averages. The
2D and 3D model output approaches 3Tb per
year (plus ∼2.3Tb for restart files). Monthly
and annual means are computed in the post
processing. We also computed climatologies
over the periods 2004-2013.
Ten simulation years is sufficient time for
the model to reach a quasi-equilibrium state,
where the velocity field has adjusted to the
initial density field. This simulation is therefore
appropriate for studying the dynamics of the
ocean circulation on time scales of a decade
or less, but it is not appropriate for studying the
long-term evolution of deep-water masses or
climate variability on longer time scales.

5. IMPLEMENTATION OF OPTIMIZED
COLLECTIVE IO FOR VARIABLE
RECONSTRUCTION
The postprocessing mainly consists in the re-
build of the 2D and 3D model output over the
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Table 5. Sea Surface Restoring

!———————————————————————–
&namsbc ssr ! surface boundary condition : sea surface restoring
!———————————————————————–
! ! file name ! frequency (hours) ! variable ! time interp. ! clim ! ’yearly’/ ! weights ! rotation !
! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! ’monthly’ ! filename ! pairing !
sn sst = ’sst’ , 24 , ’sst’ , .true. , .false. , ’daily’ , ’weights bicubic’ , ”
sn sss = ’sss data’ , -1 , ’salinity’ , .true. , .false. , ’yearly’ , ’weights bicubic’ , ”

cn dir sst = ’/gpfs/projects/pr1e7600/ORCA16/NOAA SST/sst data/’
cn dir sss = ’/gpfs/projects/pr1e7600/ORCA16/EN4 OA/sss data/’
nn sstr = 1 ! add a retroaction term in the surface heat flux (=1) or not (=0)
nn sssr = 2 ! add a damping term in the surface freshwater flux (=2)

! or to SSS only (=1) or no damping term (=0)
rn dqdt = -200. ! magnitude of the retroaction on temperature [W/m2/K]
rn deds = -166.67 ! magnitude of the damping on salinity [mm/day]
ln sssr bnd = .false. ! flag to bound erp term (associated with nn sssr=2)
rn sssr bnd = 0. ! ABS(Max/Min) value of the damping erp term [mm/day]

Table 6. Space and time domain

!———————————————————————–
&namdom ! space and time domain (bathymetry, mesh, timestep)
!———————————————————————–

nn bathy = 1 ! compute (=0) or read (=1) the bathymetry file
nn closea = 1 ! remove (=0) or keep (=1) closed seas and lakes (ORCA)
nn msh = 0 ! create (=1) a mesh file or not (=0)
rn hmin = 10. ! min depth of the ocean (>0) or min number of ocean level (<0)
rn e3zps min = 25. ! partial step thickness is set larger than the minimum of
rn e3zps rat = 0.5 ! rn e3zps min and rn e3zps rat*e3t, with 0<rn e3zps rat<1

!
rn rdt = TS ! time step for the dynamics (and tracer if nn acc=0)
nn baro = 120 ! number of barotropic time step ("key dynspg ts")
rn atfp = 0.1 ! asselin time filter parameter
nn acc = 0 ! acceleration of convergence : =1 used, rdt < rdttra(k)

! =0, not used, rdt = rdttra
rn rdtmin = TS ! minimum time step on tracers (used if nn acc=1)
rn rdtmax = TS ! maximum time step on tracers (used if nn acc=1)
rn rdth = 10. ! depth variation of tracer time step (used if nn acc=1)
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1from NetCDF-3.6 in
64-bit offset mode
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global grid. As the model was run using 4080
CPUs, the output is split in 4080 files, each con-
taining the field values referring to a x-y parti-
tion of the global domain. The rebuild algorithm
available in NEMO is not able to manage such
a large number of NetCDF files to reconstruct
global variables at these horizontal and vertical
resolutions.
Standard IO routines have been designed for
efficiently managing datasets that satisfy some
size requirements [1]. New prescriptions on
file format and some improvements on serial
IO are therefore needed to relax these size re-
strictions, allowing high-resolution simulations
to be properly stored and analysed.
Concerning the file format, state-of-the-art sim-
ulations show very thick meshes that cannot
be indexed or stored with softwares based on
32-bit pointers:

dim(x)× dim(y)× dim(z)

' 2.23 ∗ 109
> dim(32-bit pointer)

231 − 1 ' 2.14 ∗ 109
,

meaning that the number of grid points exceeds
the size of a classic NetCDF variable. Newer
versions1 adopt 64-bit pointers but they are
not backward compatible with earlier releases,
thus limiting their portability. To save the latter
we kept the classic NetCDF version by exploit-
ing Large File Support (LFS). Thanks to LFS,
each dataset can correctly manage one single
variable exceeding the size limit.
At current resolution, any NEMO output is
spread over more than 4000 datasets that must
be merged back before further manipulation. A
massive use of IO routines is therefore needed.
Standard IO allows only serial access: ideally
all data should be shipped to a single process
slowing down the overall execution in the best
case. Adding OpenMP/MPI environment on top
of NetCDF, is of little help for reconstruction pur-
pose since each concurrent process can use
only serial IO.
We implement a high-performance collective

IO routines based on parallel NetCDF pack-
age (pNetCDF) [26]. pNetCDF is an indepen-
dent release from Argonne Laboratory with in-
tegrated parallel IO specifically designed for this
kind of datasets [26, 27]. Original API features
are mostly preserved and a new MPI commu-
nicator is added to point processes devoted to
IO.
This package seems to perform better than
NetCDF-4 with collective IO from HDF5 library
[14].

1    
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Figure 3:
Reconstruction time vs number of cores (Solid line). The
cumulated time, defined as execution time multiplied by

the number of cores, is in dashed line (upper).
Parallel speedup parameters for 3D variables as defined

in the text. Shaded area correspond to the optimal
number of processors (lower)

Variable reconstruction performances with
pNetCDF have been optimized and tested on
Marenostrum III cluster in Barcelona Supercom-
puting Centre (BSC). Collective IO have a great
impact on 3D variables while shows little ef-
fects on 2D ones (Fig. 3). For large files, the
execution time sharply reduces by increasing
the number of processes from 13 hours to a
bunch of minutes. The overall cumulated time
decreases accordingly, meaning that we are
actually saving time and power on the clus-
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ter increasing the number of cores employed.
This trend is far from being common, parallel
speedup is super-linear in this range.
A rough estimate of IO performance for large
variables is shown in lower panel of Figure 3.
We compare these trends versus a virtual
OpenMP algorithm limited to a single node (16
cores). The parallel speed up parameter S(n)
is now the ratio between cumulated time of MP
and MPI process [33] :

S(n) =
TMP(1 node)
TMPI(n)

(1)

As can be clearly seen we gain a factor 4 in
the optimal range (shaded window). The trend
reverts with more than 100 cores when intra-
communications among processes become
important.

6. RESULTS
The main objective of this report is to describe
the characteristics of the GLOB16 configura-

tion and present the first decadal simulation.
Validation of the numerical results is out of the
scope. Detailed analyses will follow in later
manuscripts and we will rely on comparisons
with other global runs, as well as with data, as
a means of assessing the quality of this sim-
ulation. However, the basic performance of
the OGCM is presented in this section through
maps of the major ocean variables avareged
over the last year of integration, 2013, and time-
series of mass and heat fluxes at key-locations.
First, annual mean over the last year of integra-
tion (2013) are shown for global SST (in Fig. 4)
and SSS (in Fig. 5) and sea surface Height (in
Fig. 6). The depth of the mixed layer is plot-
ted, as monthly mean, for March in the north-
ern hemisphere, for September in the southern
one (in Fig. 7). Then, we proceed showing the
barotropic stream function in the North Atlantic
sector (in Fig. 8).
A remarkable feature of GLOB16, due to the

Figure 4:
Annual mean Sea Surface Temperature (in ◦C).
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Figure 5:
Annual mean Sea Surface Salinity.

1/16◦ horizontal resolution, is the emergence of
a ubiquitous mesoscale eddy field (see Fig. 9)
that is substantially stronger than what is typ-
ically produced in global simulations at lower
resolution. As expected, the simulation exhibits
extremely turbulent behavior, with eddy energy
agreeing well, by many measures, with satel-
lite altimetry in both location and magnitude in
most high-activity areas (not shown).
The general circulation is well represented (not
shown), with acceptable values for overturning
transports of mass and heat, and good agree-
ment with transport estimates of the major cur-
rent systems. As indicator of the strength of
the global thermohaline circulation, we present
the meridional overturning streamfunction, zon-
ally averaged in the global domain and in the

North Atlantic Ocean (Fig. 10). The variations
during the model integration of two important
climatic indexes, the strenght of the overturn-
ing streamfunction in the North Atlantic and the
associated polerward heat fluxes at 26◦N, are
computed and compared with the RAPID ar-
rays [13] in Figure 11. We conclude consider-
ing the transports of mass, through the whole
water, across some key sections for the global
circulation: the volume transports associated to
inflows at the Bering Strait and the Barents Sea
Opening, and to outflows at the Fram and Davis
strait (Figs. 12), the outflow transports from the
Nordic Sea into the North Atlantic ocean across
Denamrk Strait (Fig. 13), and the Antarctic Cir-
cumpolar Current (ACC) transport through the
Drake Passage (Figs. 14).
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Figure 6:
Annual mean Sea Surface Height (in m). The white line indicates zero contour.

Figure 7:
Mixed layer depth averaged on March (September) 2013 for the northern (southern) hemisphere (in m).
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Figure 8:
Annual mean Barotropic Streamfunction in the North Atlantic Ocean (in Sv).

Figure 9:
Annual mean surface Eddy Kinetic Energy (in m2/s2).
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Figure 10:
Annual mean Meridional Overturning Circulation for the global (left) and the North Atlantic Ocean (right) (in Sv).

Figure 11:
Time-series of the maximum overturning (in Sv) and the heat transport (in PW) at 26◦N in the Atlantic Ocean as numerically

calculated (red lines) compared to RAPID data set (blue lines).
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Figure 12:
Time-series of the volume transport (in Sv) across the

Bering Strait, the Barents Sea Opening, the Fram and the
Davis straits. Positive (negative) values correspond to

northward (southward) flow.

Figure 13:
Time-series of the volume transport (in Sv) across the
Denmark Strait. Negative values indicate southward

transport.

Figure 14:
Time-series of the volume transport (in Sv) through the

Drake Passage.
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